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Illumina Cluster

The sequencing cluster provides a
rich software environment for
processing sequence data, from
raw conversion using lllumina
software to open source analysis
packages in R.

Visualization and data management are
partially covered by a gbrowse installation,
a web-based genome browser similar to
Flybase.

The fileserver contains 34 TB of data.
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Convert raw cluster intensities to text
$ sge-bcl2gseq Run028/Data gseq/
-> Qseq text containing sequence reads

Convert to more commonly accepted format
$ gseq2fastq lanel_1_*.qseq > lanel_l.fastq
-> FastQ text format, e.g. 8GB per lane
Basic quality control

$ fastqc -t 8 lane_1_1.fastq -o fastqc/
-> Simple to understand HTML output

Data Processing
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Compute clusters
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In-house Compute clusters provide
the power and flexibility to process
the data.

Apart from the computing speed, the
1/0 performance plays an ever
increasing role.

Automated daily backups are not
possible without a huge impact on
the I/O performance.

Automated raw data steps

Raw data usually need to be
converted to formats suitable for the
tools used for further processing.
Data cleaning and quality control is
partially included.

Scripts are in place to handle these
steps automatically using the entire
cluster.

Cryozero Cluster

The biggest cryo cluster consists
of 30 compute nodes from two
generations with over 300 CPU
cores.

Spider, Sparx and other Cryo-EM
tools are installed in multiple
versions and setup to make use
of the entire clusters, e.g. via MPI.
The fileserver contains 32TB of
data.
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LRZ Tivoli Archive

More than 10 Petabytes stored on
dozens of servers with 1000s of
Tapes.

The gene center uses over 100TB.

Backup and Archiving

With the amount of data and the dynamics of scientific careers organized
backup and archiving is essential to fullfill the requirements of good
scientific conduct.

Housedata

Two servers directly mirror each other
providing highly available storage for
data exchange and backup.




